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Abstract. In this work, we present a new OpenFOAM solver, called interThermalRadConvFoam, to sim-
ulate free-surface viscous fluids with temperature changes due to radiative, convective, and conductive
heat exchanges. The solver is based on interFoam (available in OpenFOAM) and thus on the Volume of
Fluid technique used to describe the multiphase dynamics of two incompressible, viscous, and immiscible
fluids (based on the Interface Capturing strategy). In our model, the two fluids are the fluid of interest
with high viscosity and the surrounding atmosphere. Being interested in temperature effects, we added
to the mass and momentum equations from interFoam an equation for energy that models the thermal
exchanges between the fluid and the environment. Furthermore, a temperature-dependent viscoplastic
model is used for the final application to lava flows. Here we present some results of numerical tests
performed with interThermalRadConvFoam for a benchmark from literature based on a laboratory ex-
periment and an application to a real lava flow by simulating the Pico do Fogo 2014-2015 Eruption.
For the simulation of the laboratory experiment, we also present simulations executed using a dynamic
mesh with adaptive refinement.

1. Introduction

Volcanic eruptions are among the most threatening natural disasters on Earth and can affect people
and infrastructures near volcanoes. In general, eruptions may be explosive, with a mixture of gas and
pyroclastic material ejected at high speed into the atmosphere, or effusive, with lava flowing out more
gently from the vent. Every eruption is an unstoppable event, but effusive phenomena are relatively slow
in terms of propagation because the lava front generally advances at speeds not exceeding a few hundred
meters per hour. So, most of the time, when an effusive event is underway, it is possible to respond
promptly by simulating one or multiple scenarios for the current event and then preparing evacuation
and safety plans. By using numerical simulations, scientists and civil protection can also prepare lava
flow hazard maps before an eruption occurs to forecast future scenarios [1-15].

Reliable forecasts of lava flow propagation require a quantitative description of the physical processes
governing the phenomenon based on the conservation laws for mass, momentum and energy. In addition
to the physical laws, a “physics-based” model for lava emplacement must consider the effects of:

(i) topography or slope;

(#4) eruptive input conditions such as volumetric effusion rate, vent geometry (point or linear) and

effusive temperature;

(#91) thermal exchanges at the top and bottom of the lava accounting for insulation, convection, radi-

ation, and conduction;

(iv) physical properties of the lava, like density, thermal conductivity, and viscosity.
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In the past, several models for the simulation of lava flows have been developed from simple stochastic
models [3,5,16-19] to more complex 2D [20-30] and 3D models [31-37]. If a description of the vertical
distribution of variables within the flow is desired, 3D models should be adopted. Indeed, the 3D model
approach is the only one capable of describing the whole vertical structure of the variables such as velocity,
temperature, and viscosity. These variables, in particular, are coupled through the viscosity model,
which plays a fundamental role in the dynamics. Therefore, a precise description of these variables might
result in a more accurate viscosity model and, consequently, a better simulation. In most cases, the 3D
description produces multiphase models because it requires solving for both the flow of interest and the
overlying atmosphere. Due to the complexity of developing a multiphase 3D model from scratch, it is
common to rely on existing codes, allowing for the implementation of customized numerical solvers. For
these reasons, it was natural that the work we present here uses OpenFOAM as it offers many solvers
for complex fluid dynamics problems. To our knowledge, only the following previous works adopted
OpenFOAM to develop a lava flow model. Korotkii et al. [33] presented a steady-state model that uses
an inverse problem solver to reconstruct thermal and flow characteristics by knowing the temperature
and the heat flow on the lava surface obtained thanks to remote sensing measurements. Dietterich et
al. [34] developed a model with temperature-dependent Newtonian rheology in which the cooling process
occurs via interactions with the environment. Cataldo et al. [35] produced a steady-state, turbulent and
incompressible model (by modifying simpleFoam) that describes the erosion process in channelled lava
flows. Lee and Hwang [36] developed a model by modifying interFoam, like our approach, by adding
a temperature equation with the diffusion only, and the viscosity is non-Newtonian and temperature
independent. Finally, Park et al. [37] presented a transient model for multiphase flow (liquid-gas-particle
mixture flow) that can be applied to the lava flows, although it does not consider temperature.

Our new 3D solver describes the dynamics of two incompressible, viscous, and immiscible fluids,
representing the fluid of interest and the surrounding atmosphere, and it is based on the OpenFOAM
solver interFoam [38]. The solver employs a segregated strategy and the PIMPLE algorithm [39] for
the coupled solution of the governing equations, whose discretization is based on the Finite Volume
Method. interFoam, and thus also our solver, uses the Volume of Fluid (VOF) technique [40] to deal
with the multiphase dynamics; VOF is based on the Interface Capturing strategy, and hence solves for
a transport equation for the volume fraction of one phase. To maintain a precise description of the
interface between fluids, the solver employs the Multidimensional Universal Limiter for Explicit Solution
(MULES) method [41] that implements the Flux-Corrected Transport (FCT) technique [42], proposing
a mix of high and low order schemes.

The new solver we present here is called interThermalRadConvFoam because, with respect to inter-
Foam, we added an equation for energy that models radiative and convective heat exchanges, and we imple-
mented a new boundary condition for the heat conduction with the soil. A non-Newtonian temperature-
dependent viscosity model is included in the approach and couples momentum and energy equations.
Our work aims to improve the other existing models previously reported by collecting both a complete
description of the thermal effects and an accurate viscosity model. The model can use digital elevation

(a) Interface-tracking method. (b) Interface-capturing method.

Figure 1. Computational grid and phase interface between two fluids. Yellow and blue
represent the two fluids. (a) The thicker black line between the two fluids represents the
interface, and the computational grid is adapted to the interface shape. (b) The cells
highlighted in pink are those that determine the interface, and the grid is independent
of that.
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model (DEM) files to simulate flows over real topographies. To evaluate the performances of our model,
we compared our simulations with a benchmark from [43]: the spreading and cooling of a viscous fluid
on a flat bottom. For this test case, dynamic mesh refinement has also been used to dynamically refine
the interface between fluids and obtain higher accuracy where necessary. In addition, we present an
application of the solver to a real effusive eruption: the early hours of the 2014-2015 eruption of the Fogo
volcano at Cape Verde, West Africa.

The paper is organized as follows: section 2 presents the physical model; section 3 describes the
numerical approach implemented in our code; section 4 is devoted to simulations and section 5 focuses
on conclusions and possible future developments.

2. 3D multiphase model

In this section, we present the equations that describe the 3D model. Our specific interest is in liquids
with a free surface, and we choose a way to model them that alos takes into account the air above.
This means that we deal with a multiphase model for the liquid-gas couple. Moreover, the two fluids
are considered immiscible, incompressible, and with constant but different densities. Adopting the VOF
method, we have a new variable that describes the phase volume fraction and allows us to distinguish
where the two fluids are located and correctly associate their properties. Despite the multiphase (liquid-
gas) approach to the model, our attention is mainly on the thermodynamic description of the liquid
phase.

The main governing equations for this problem are the following:

O+ V- (ua) =0, (1)
V-u=0, (2)

3]
(pu) +V~(puuT) =—-Vp+V- -7+ pg+fs, (3)

ot
c,T eospfA AfA
WoT) 7 (pe,Tu) — god k) = ~ T8I0 (o gy A
A brief explanation of all governing equations is given here.

In describing the motion of two immiscible fluids, it is of fundamental importance a good treatment of
the free surface that separates the two phases, which is often called phase interface, or simply interface,
and its evolution is computed as a part of the solution. In the interface-capturing methods, the interface
is defined by those cells filled by both phases as shown in Fig. 1b, and the computational grid is fixed
or possibly refined. This approach differs, for example, from the one adopted by interface-tracking
methods [44-47] that chase the phase interface as it moves. In the interface-tracking cases, indeed, the
interface is geometrically defined by the computational grid that evolves in time and adapts, it is a
boundary between subdomains of a moving mesh, as represented in Fig. 1la, so that each cell contains
only one phase.

« is the new variable related to the volume fraction and Eqn. (1) (the “a-equation” that allows the
calculation of the evolution of « distribution) is the associated transport equation, justified by the mass
conservation principle. When a cell is full with one of the two fluids, then « is equal to one or zero. The
interface is defined by those cells that see both phases inside, and a value 0 < a < 1 is hence assigned,
as represented in Fig. 2. The VOF method treats the multiphase flow as a single fluid whose properties
(density p and viscosity p) vary in space according to the volumetric fraction of the two phases (which
are denoted respectively with the subscripts [ and g, that usually refer to liquid and gaseous phases)

(T - Tenv) . (4)

p=ap +(1—a)pg, (5)
p= o+ (1 —a)ug, (6)

and whose velocity, temperature and pressure fields are shared by the two fluids [38]. Hence, the con-
servation equations are solved for such single and “artificial” fluid, whose velocity and temperature are
denoted with u and T, respectively. Other possible variants of VOF can be found in literature [40,48|.
Some alternatives to VOF, belonging as well to the group of interface-capturing methods, can be found
in literature [49-51].

Equation (2) represents the continuity equation that reduces to a kinematic constraint under the
assumption of constant density. Equation (3) models the linear momentum balance, where p is the
pressure, g is the gravity acceleration, 7 is the viscous stress tensor defined as

T=p[Vu+ (Vu)'], (7)
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where ..T represents the matrix transpose. The last term of Eqn. (3), fx, describes the effect of surface
tension as a continuum surface force [52] which is defined as follows:

Va

where oy is the surface tension constant and ks is the surface curvature.

Finally, Eqn. (4) is the energy conservation equation that is written in terms of the temperature T
We consider only the balance of the thermal energy, namely £ = pc,T', where ¢, is the specific heat of
the fluid, computed as the mass average of the specific heat of the two phases. We assume that (i) the
pressure variations produce negligible effects on the thermodynamic variables and that (i7) the effects
of the energy dissipation caused by viscosity are small enough to be neglected [20,24, 26,27, 32,53, 54].
Because of these two hypotheses, which are common to many contexts, including lava flows, the pressure
and the viscous terms that are usually present in the energy conservation equation are not accounted
for. The Laplacian term on the left-hand side represents the conductive flux term that models the heat
diffusion, with k being the thermal conductivity. The role of the coefficient Yy is explained at the end of
this section.

The model accounts for the heat exchange phenomena that are important for our applications. Con-
vection and radiation heat losses with the environment take place at the free surface, and their imple-
mentation is based on the assumption that the liquid phase is hotter than the gaseous phase. These two
phenomena are modelled by the two source terms on the right-hand side of Eqn. (4).

The first source term in Eqn. (4) represents the radiative heat loss according to the Stefan-Boltzmann
law [55,56], where € is the emissivity, ogp is the Stefan-Boltzmann constant, Ty, is the environmental
temperature and f is the fractional area of the exposed inner core; see Fig. 3. f is an empiric parameter
which allows the model to account implicitly for the likely presence of crusts (namely solidified lava)
[25,57], by measuring the area of the free surface not covered by the crust with values between 0 and
1. The upper bound 1 represents the absence of crust, whereas the lower bound 0 represents a surface
fully solidified through which there is no heat loss (our test case of the Fogo eruption is an intermediate
case). The parameter f is constant throughout the eruption and at the entire flow extent (therefore it
is not transported). It represents a quantitative magnitude associated with the crust formation without
providing a detailed spatial characterization.

Having in mind that the equations of any model we choose will be solved on a discrete computa-
tional grid, for each control volume located at the interface of the two fluids, the radiative heat loss is
proportional to the free surface area Ag of such control volume (section 3 reports its computation, see
in particular Listing 3); in addition, since the energy equation is expressed per unit volume, then it is
necessary also to divide for the volumetric size of each control volume, denoted as V.

The second source term on the right-hand side of Eqn. (4) represents the convective heat loss, where A
is the heat transfer coefficient. Like the radiative term, also the convective term accounts for the presence
of the crust by using the parameter f, is proportional to the free surface area Ags, and is defined per unit
volume, hence divided by V.

Thermal heat loss at the fluid surface, which should be modelled through the thermal diffusion term,
is compromised by the presence of spurious velocities [58]. Moreover, due to the nature of the Finite

fs = oxksVa, ky=-—
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Figure 2. Volume of Fluid. Yellow and blue represent the two fluids. Defining the
variable « as the phase volume fraction of the yellow fluid, the value assumed by « is
reported in each cell.
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Figure 3. Sketch of a lava flow (figure created by the authors). The lava surface might
have crusts (solidified colder lava) that prevent heat from exchanging with the atmo-
sphere.

Volume VOF method, the cells at the interface host both phases, making it hard to select the correct
value of diffusion to use. To overcome these inconveniences, the model suppresses the diffusion term
on the fluid surface and, instead, considers the convective and radiative heat loss terms over there. By
introducing the function xs(x,t), which denotes the indicator function of the phase interface 3, we use
its complementary function yx(x,t) as a coeflicient of the Laplacian term to override the diffusion at the
phase interface.

Since conductive heat transfer with the bottom/soil is implemented as a boundary condition, it does
not appear explicitly in the energy equation. We assume that the conductive heat flux at the fluid cells on
the bottom boundary is equal to the heat flux in the bottom/soil, as described by the following equation:
T. — Twan Twan — Ting

] = —kwan T 9)
The left-hand side of Eqn. (9) represents the conductive heat flux in the fluid (k is the fluid thermal
conductivity). By considering a boundary cell, we denote as T, Twan and d the temperature at the cell
centre, the temperature on the face at the boundary, and the normal distance between the cell centre
and the wall boundary, respectively. According to this, the left-hand side term is the discretization of
the term —kV7T - n. The right-hand side of the equation depicts instead the conductive heat flux in the
bottom/soil, where Ti,¢ is the unchanged temperature in the bottom/soil, Ly is the thickness of the
thermal boundary layer, and ky.,) is the thermal conductivity of the material. Rearranging the terms in
Eqn. (9) reveals that this conductive boundary condition is of the Robin type as it can be expressed as
a combination of Dirichlet and Neumann conditions:

—k

Ky, Ky,
vl — kVT -n = 22 (10)
Lwall Lwall
For several materials, the viscosity is strongly temperature-dependent. In the present work, for the
application to the real case of lava flows where this occurs, we adopt the non-Arrhenian Newtonian
viscosity model described by the Vogel-Fulcher-Tammann (VFT) equation [54]:

B
logp=A+——, 11

gn=A+5—75 (11)
where p (Pas) is the dynamic viscosity, 7' is the temperature expressed in K, whereas A (Pas), B
(PasK™1), and C (K) are empirical parameters depending on the lava’s chemical composition. In par-
ticular, A is the value of log iz at infinite temperature, it hence represents the high-temperature limit of
silicate melt viscosity, whereas C' is a characteristic temperature related to the glass transition tempera-
ture.
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3. Implementation of the energy conservation equation and the non-Newtonian viscosity

The numerical discretization of our solver called interThermalRadConvFoam is based on that imple-
mented in the OpenFOAM solver interFoam [38]. Our work consisted of modifying such a solver by
adding the energy equation described before.

Following the structure of the original interFoam solver, we added a file for the temperature equation
that we call TEqn, and its terms are assembled in the code excerpt shown in Listing 1.

-
volScalarField NolInterface (mixture.nearInterface ());

forAll (mesh.C (), celli) {
if (NoInterface[celli] > 0) NolInterfacel[celli] = 0;
else
NoInterface[celli] = 1;
}

fvScalarMatrix TEqgn (
fvm: :ddt (rhoCp, T)
+ fvm::div (rhoCpPhi, T)
— NolInterface x fvm::laplacian (kappaf,T)

mixture.calcSourceRadiation (U, T,RadiativeCoeff)
+ mixture.calcSourceForcedConvection (U, T)

)i

-

Listing 1. Energy equation implementation with the noInterface field definition

The code starts by defining a volume scalar field named NoInterface that takes the value 0 at the
interface cells and 1 otherwise, playing the role of the complementary indicator function Yy described in
the previous section; the function nearInterface () is inherited from the interfaceProperties module.
Then the temperature equation is introduced: the first term on the left-hand side of the equation is the
transient term, the second is the advective term, and the third is the diffusive term, which is multiplied
by the coefficient NoInterface which allows overriding the diffusion at the interface cells. The diffusion
coefficient kappaf in the third term refers to the thermal conductivity, which is defined as k = (¢, v p)/Pr,
where ¢, is the specific heat, the product v p results in the dynamic viscosity p, and Pr is the Prandtl
number (a dimensionless number defined as the ratio of momentum diffusivity to thermal diffusivity).
This multiphase model treats thermal conductivity as a fluid property that varies in space according to

the phase volume fraction (like density and viscosity, Eqns. (5) and (6)) computed as follows:
Cp, P1VI Cpy PgVyg
k=ak 1-—a)k, =a 27" 1—a)———. 12
Ry + ( a) g o Prl + ( O{) Pl"g ( )

The code computes the face-interpolated values of conductivity, denoted as kappaf, as shown in the
code excerpt of Listing 2.

-
Foam: :tmp<Foam: :surfaceScalarField>

Foam: :incompressibleTwoPhaseMixture: :kappaf () const ({
const surfaceScalarField alphalf (
min (max (fvc::interpolate (alphal_), scalar(0)), scalar(l))
)i
return tmp<surfaceScalarField> (
new surfaceScalarField (

"kappaf n , (
alphalf » cpl_ * rhol_ % (1/Prl_) = fvc::interpolate (nuModell_->nu())
+ (scalar(l) - alphalf) x cp2_ * rho2_ x (1/Pr2_)

+ fvc::interpolate (nuModel2_->nu())
) ) )i

Listing 2. Computation of the thermal conductivity face-interpolated values for an
incompressible two-phase mixture

First, the interpolation of the volume scalar field alphal_, which represents «, is computed at the cell
faces, generating a surface scalar field. The interpolated value is limited between 0 and 1 to maintain
the result physically admissible. Then the surface scalar field is computed according to Eqn. (12). The
parameters for density, specific heat, and Prandtl number are constant values for each phase. In contrast,
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the kinematic viscosity nu() depends on the assumed viscosity models and is defined as a volume scalar
field. Therefore, its interpolation at the cell faces is required to calculate the surface field kappaf.

The function calcSourceRadiation on the right-hand side in Listing 1 for TEqn computes the radiative
heat transfer term between the surface of the fluid and the environment appearing in Eqn. (4). As
usually done in OpenFOAM for source terms, we split the radiative term into two parts according to
their numerical treatment, explicit and implicit, and we linearize the implicit part:

V env V env V
This formulation can be further modified to improve the numerical stability of the discretized radiative

source term. Introducing the coefficient e := (eospfAs) /V, adding and subtracting £4¢T3 T, we can
rearrange the terms as follows:

Ag, A, Ags
_%@4 —Th)) = osBf At _ (GUSBMT?’)T. (13)

T — T

env

_eospfAss (
1%
This procedure redistributes the source terms and makes the coefficient matrix resulting from the numer-
ical discretization more diagonally dominant, thus improving the stability of the solver.

OpenFOAM offers namespaces of functions that automatically treat source terms: Foam: :fvm: :Sp()
for implicit treatment, Foam: : fvm: : SuSp () for implicit/explicit discretization and Foam: :fvm: :Su() for
explicit treatment.

The code excerpt of Listing 3 shows the implementation of the radiative heat transfer term in the
function calcSourceRadiation.

) =—e(T" = Tp,) £4eT? T = (T,

env

+3T%) — 4eT? T. (14)

Foam: :tmp<Foam: :fvScalarMatrix> Foam::addTRadImmiscibleIncompressibleTwo
PhaseMixture::calcSourceRadiation (

const volVectorField& U,

volScalarFields& T,

volScalarField& RadiativeCoeff

volScalarField Epsilon(nearInterface());
volScalarField Afs(Epsilon);
forAll (Afs, celll) {
if ( Afs[cellI] > 0 )
Afs[celll] = pow(U.mesh () .V () [celll],0.67);
}
forAll (Epsilon.boundaryField (), patchI) {
forAll (Epsilon.boundaryField() [patchI], facel ) {
Epsilon.boundaryFieldRef () [patchI] [facel] = scalar(0.0);
}
}
forAll (Epsilon, cellIl) {
if ((T[cellIl] > T_env_.value())) {
Epsilon[celll] = emissivity_.value()
* fractionalAreaExposed_.value ()
* sigma_SB_.value() % Afs[cellI]
/ U.mesh () .V () [cellI] ;
}
else {
Epsilon[cellI] = scalar(0.0) ;
}
}
dimensionedScalar dimCorr ("dimCorr",dimMass/ (pow4d (dimTemperature)
*pow3 (dimTime) xdimLength), 1) ;
RadiativeCoeff = Epsilon % dimCorr ;
return (
Epsilon % dimCorr * powd (T_env_)
- Foam::fvm::Sp( 4 * Epsilon * dimCorr * pow3(T) , T)
+ Epsilon x dimCorr * 3 x powéd (T)

Listing 3. Implementation of radiative heat transfer term calculation at the interface
between the two immiscible incompressible phases
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In the code, variables € and Ay that appear in Eqn. (13) and Eqn. (14) are referred to as Epsilon
and Afs. The former variable is initialized by the nearInterface() function and the latter as its copy.
For each cell at the interface, defining accurately the free surface area Afs through which the heat loss
occurs is an open problem, see discussion in section 5; in our code, as a first attempt, it is calculated
by using the approximation Ag = V?/3 (which corresponds to the correct value only when the cell
is a cube). The boundary conditions of Epsilon are set to zero on all faces of all patches, meaning
that radiation is only considered inside the domain (not at the boundaries). For each cell at the fluids
interface with a temperature higher than the environmental temperature, the Epsilon field is calculated
according to the expression defined for ¢, it is zero otherwise; this choice forces the radiative term to
act only in the interface cells. Notice that the parameters €, ogg, and f in the code are referred to as
emissivity, fractionalAreaExposed and sigma_SB respectively. dimCorr is a dimensional constant
used to normalize the units of Epsilon by multiplying them. The source term is then returned and
calculated according to Eqn. (14). Lastly, we point out that we create the additional field RadiativeCoeff
that mimics Epsilon to visualize with ParaView where the radiative term is active. This variable is passed
in input and then updated within the function.

The function calcSourceForcedConvection on the right-hand side in Listing 1 for TEqn computes the
convective heat transfer term appearing in Eqn. (4). From a mathematical point of view, the convective
term is linear, differently from the radiative term that required a linearization step for the numerical
discretization. We introduce the coefficient W := Af Ag/V and, as done for the radiative term, we split
the convective term into two parts, one treated explicitly and the other implicitly:

_ Af*Afs
v
The code excerpt of Listing 4 shows the computation of the convective heat transfer term of Eqn. (15)

in the function calcSourceForcedConvection (whose implementation is similar to that of calcSource-
ForcedConvection, Listing 3).

(T — Ton) = WTleny — WT. (15)

Foam: :tmp<Foam: : fvScalarMatrix>

Foam: :addTRadConvImmiscibleIncompressibleTwoPhaseMixture: :calcSourceForcedConvec
tion (
const volVectorField& U,
volScalarField& T

volScalarField W(nearInterface());
forAll (Afs, celll) {
if ( Afs[cellI] > 0 )
Afs[celll] = pow(U.mesh () .V () [celll],0.67);
}
forAll (W.boundaryField (), patchI) {
forAll (W.boundaryField () [patchI], faceI ) {
W.boundaryFieldRef () [patchI] [facel] = scalar(0.0) ; }
}
forAll (W, cellI) {
if ((T[cellI] > T_env_.value())) {
W[celll] = heatTransferCoeff_ .value ()
* fractionalAreaExposed_.value ()
* Afs[cellI] / U.mesh().V () [cellI] ;
}
else
W[cellI] = scalar(0.0) ;
}
dimensionedScalar dimCorr (
"dimCorr",dimMass/ (dimTemperature*pow3 (dimTime) rdimLength),1);

return (
W x dimCorr * T_env_
— Foam::fvm::Sp( W % dimCorr , T) )

Listing 4. Implementation of convective heat loss term calculation at the interface
between the two immiscible incompressible phases
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In the code, variables W and Ag, that appear in Eqn. (15) are referred to as W and Afs. The former
variable is initialized by the nearInterface() function, and the latter has already been initialized in
Listing 3 and here is then updated by using again the approximation Ay = V2/3. The boundary conditions
of W are set to zero on all faces of all patches, meaning that radiation is only considered inside the
domain (not at the boundaries). For each cell at the fluids interface with a temperature higher than
the environmental temperature, the W field is calculated according to the expression defined for W, it is
zero otherwise; this choice forces the convective term to act only in the interface cells. Notice that the
parameters A and f in the code are referred to as heatTransferCoeff and fractionalAreaExposed,
respectively. dimCorr is a dimensional constant used to normalize the units of W by multiplying them.
The source term is then returned and calculated according to Eqn. (15).

By rearranging the terms of Eqn. (9), we obtain the explicit expression of the temperature at the
boundary Tyan:

1
Twat = (1 —@)Tc + ¢Ting, @ = Tk Lua (16)

1+ 2
d Kwan

Equation (16) shows that the boundary condition to impose is a Robin condition as it is the sum of Neu-
mann and Dirichlet conditions (found for ¢ = 0 and ¢ = 1 respectively). Implementing such a boundary
condition is done by modifying the file 0/T of the test case as follows. First, as shown in Listing 5,
some reference parameters (that must be coherent with those specified in constant/transportProperties)
are added:

dimensions [0001000O0]; // kgm s Kmol A cd
T_env 293; // environmental temperature (K)
fluidDensity 954;

Pr 34000;

cp 1500;

internalField uniform $T_env;

Listing 5. Parameters for temperature initial and boundary conditions in file 0/T

Secondly, we implement the Robin boundary condition with the boundary condition type called ex-
prMixed as shown in Listing 6, where the value for the Dirichlet condition is defined by valueExpr and
the value of ¢ is fractionExpr.

lowerWall {

type exprMixed;

value SinternalField;

variables "Tinf=$T_env; rho=$fluidDensity; cp=%$cp; DT=1/$Pr;
k=DT*rho*cp; L_wall=0.002; k_wall=0.03";

valueExpr "Tinf";

fractionExpr "1.0/(1.0 + ( k/(mag(pos())) * (L_wall/k_wall) ))";

Listing 6. Conductive heat loss as temperature boundary condition in file 0/T

In the same code, k and k_wall are the fluid and bottom /soil conductivity (k and kywan in Eqn. (16)),
L_wall is the thickness of the thermal boundary layer in the bottom/soil (Lyan), and the cell centre-
boundary distance d is approximated by mag(pos()).

To implement the temperature-dependent viscosity model VFT defined in Eqn. (11), we created a new
transport model called tdepGiordano. The VFT model requires the values of the constant parameters
A, B, and C, and its implementation also needs the minimum and maximum values of the kinematic
VISCOSItY Vimin, Vmae (the kinematic viscosity is defined as the dynamic viscosity divided by the density,
v = u/p m?s~1). The value of these five parameters is read at runtime from the transportProperties
dictionary located in the test case input file constant/transportProperties. The constructor function is
written in the C-file tdepGiordano.C located in src/transportModels/incompressible/viscosityModels/tdep-
Giordano is shown in Listing 7.

The constructor initializes the basic class viscosityModel with the parameters given, extracts the
subdictionary tdepGiordanoCoeffs, then retrieves the configuration values (A, B, C, nuMin, nuMax) from
the dictionary and assigns them to the corresponding members of the class. Moreover, if present, the
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~
Foam: :viscosityModels: :tdepGiordano: :tdepGiordano (

const wordé& name,
const dictionaryé& viscosityProperties,
const volVectorFieldé& U,
const surfaceScalarField& phi

) : viscosityModel (name, viscosityProperties, U, phi),
tdepGiordanoCoeffs_(viscosityProperties.subDict (typeName + "Coeffs")),
A_ (tdepGiordanoCoeffs_.lookup ("A")),
B_ (tdepGiordanoCoeffs_.lookup("B")),
C_(tdepGiordanoCoeffs_.lookup("C")),

nuMin_ (tdepGiordanoCoeffs_.lookup ("nuMin")),
nuMax_ (tdepGiordanoCoeffs_.lookup ("nuMax")),
rho_ (tdepGiordanoCoeffs_.lookupOrDefault ("rho",

dimensionedScalar ("rho", dimensionSet(1,-3,0,0,0,0,0), 2700.0))),
nu_ (

IOobject (

name,

U_.time () .timeName (),

U_.db (),

IOobject::NO_READ,
IOobject: :AUTO_WRITE ),
calcNu_ ()

) {1}

Listing 7. Constructor function of the VFT viscosity model

parameter rho (for the density) is retrieved, whereas the default value 2700 is adopted otherwise. The
value 2700 kg m~3 is commonly attributed to basaltic lava density (p) [59]. Finally, the constructor calls
the private member function calcNu_ to compute the kinematic viscosity nu_ based on Eqn. (11). The
implementation of calcNu_ is reported in Listing 8.

Foam: :tmp<Foam: :volScalarField>
Foam: :viscosityModels: :tdepGiordano: :calcNu_ () const {
const volScalarField& T= U_.mesh () .lookupObject<volScalarField>("T");
return max (
nuMin_,
min (
nuMax_,
dimensionedScalar ("n", dimensionSet(0,2,-1,0,0,0,0), 1.0)«* (Foam: :pow (
10.0, A_ + B_/max( (T-C_),dimensionedScalar (
"minT", dimensionSet (0,0,0,1,0,0,0), 100.0) ))
)/ rho_.value()

Listing 8. Implementation of the private function calcNu_

Equation (11), implemented in the code Listing 8, defines the dynamic viscosity; therefore, in the code,
the division by the fluid density rho is needed to get the kinematic viscosity. Moreover, we highlight
that Eqn. (11) is valid only for lava temperatures T significantly higher than C: when T approaches
C, extremely high values of viscosity, which might not reflect the real physical behaviour anymore, are
produced. This is due to the transition from the liquid towards the glassy state, and, in such a regime,
the system approaches a solid-like state, so other models might become more appropriate. To overcome
this problem, a lower limit for the difference T'— C' is introduced, minT, which assumes the value 100
K [60].

4. Numerical simulations

This section presents some results of numerical tests performed with interThermalRadConvFoam.
These tests are based on a benchmark proposed in [43] for lava flow simulations (denoted as BM3)
and on the simulation of the first 24 hours of a real lava flow (Fogo volcano, 2014-2015 effusive eruption).
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In all simulations presented, the air was modelled as a Newtonian incompressible fluid with density
p = 1 kgm™2 and kinematic viscosity v = 1.48 x 107° m?s~!. Furthermore, the regime was set to
laminar (no turbulence effects are modelled), and the solver runs in PIMPLE mode (a combination of
the PISO and SIMPLE algorithms [61]).

4.1. BM3: Axisymmetric cooling and spreading. The first test simulates a hot viscous fluid injected
into a horizontal plane, which starts spreading and cooling in an axisymmetric fashion. In this test, even
if we model temperature changes, the viscosity is not temperature-dependent.

For this test we consider a Newtonian fluid (with kinematic viscosity v = 3.56 x 1073 m?s~! and
density p = 954 kgm~3) injected onto the plane with an effusion rate of 2.2 x 1078 m®s~! from a hole
of 4 x 1073 m radius at the temperature Tyen; = 42°C while the environment is at Te.,, = 20°C (the
complete set of physical parameters is reported in Tab. 1). This test refers to an analogue experiment
reported in [62], denoted as C14, where a hot silicone oil (Rhodorsil® 47V 5000 or 47V 12500, dyed
red) is injected, at a constant volumetric supply rate R = 2.2 x 1078 m3s™!, onto a horizontal plane of
polystyrene from a point source of 2-4 mm of radius.

2 1

Table 1. BM3: Azxisymmetric cooling and spreading. Physical parameters of the hot silicone
oil simulation. The symbol * refers to the parameters available in [62] and not provided in [43].

Symbol Value Definition Unit

P 954 fluid density kgm~—3

W 3.4 dynamic viscosity Pas

¢ 1500 specific heat of fluid m?s 2Kt
k 0.15 thermal conductivity of fluid ~Wm™tK~!
K 1077 thermal diffusivity of fluid * m?s™!

A 2 convective heat transfer coeff. Wm 2K~!
€ 0.96 emissivity -

osB 5.67 x 1078  Stefan-Boltzmann constant kgs 3K

Tonvy 293.15 temp. of environment K

Tyent 315.15 temp. of fluid at the vent K

Tsoil 293.15 temp. of soil K

Esoil 0.03 thermal conductivity of soil ¥ Wm™!K~!
Ksoil 6 x 1077 thermal diffusivity of soil * Wm2J!
R 2.2x107% effusion rate m3s~!

The 3D computational domain that we adopt is 16 x 1072 m long and wide, and only 10~2 m high
because the fluid propagates in a very thin layer. Such a rectangular mesh is generated with blockMesh,
then snappyHexMesh refines the mesh around the centre of the lower wall, and with topoSet and cre-
atePatch we create the hole at its centre. These preprocessing steps, provided in the Allrun file, are
followed by the execution of the solver. The high-quality mesh and relatively low propagation speed
allow the solver to run with a minimalist configuration, requiring only one outer and one inner correction
loop.

The main aim of the suite of simulations performed for this test is to study the performance obtained
by using the adaptive mesh refinement (that helps to keep a sharp interface and to reduce the computation
time with respect to a uniform, static, fine mesh). In addition, we discuss the scalability performance of
the parallel execution, and, finally, we test the capability of the terms implemented in the energy equation
of the model to describe the fluid heat losses properly.

Before presenting a more quantitative analysis of our results, we show a qualitative comparison between
the results of our simulations and those of the laboratory experiment putting them alongside in Fig. 4.
Even though the pictures that represent the experiment and the simulation are not directly comparable,
both of them show that the temperature gradient, from the centre to the front of propagation, is more
diffused at time ¢ = 160 s with respect to time t = 60 s. Notice that the temperature values only give
qualitative information because, due to the nature of the Finite Volume VOF method, they come from
an average between the temperature of the two phases, and therefore, the value of the fluid temperature
at the interface cannot be precisely determined.

Whereas in Fig. 4 we presented a 2D view from the top of simulation results, the simulations are
fully 3D, and in Fig. 5 we present a three-dimensional view of the liquid free surface (represented by
the contour of & = 0.5) at time ¢ = 60, 160, 380 s respectively, obtained from a simulation that uses an
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(a) Picture taken from [62]. (b) Results of our simulation.

Figure 4. Azisymmetric cooling and spreading. (a) Optical (top row) and infrared (bottom
row) images taken during an analog laboratory experiment at time ¢ = 60, 160 s. The dashed
rectangle in the optical image corresponds to the field of view of the infrared image below. (b)
Top views of the fluid free-surface at time ¢ = 60, 160 s. Top row: contour of o = 0.5 coloured in
red. Bottom row: zoom on the temperature field. The dashed square in the top row corresponds
to the field of view of the bottom row. The white dotted line in the bottom row at time ¢ = 160 s
represents the fluid extension.

adaptive mesh with up to 4 levels of refinement, starting from a uniform grid with Az = 0.005 m. The
3D plots clearly show that the grid refinement dynamically follows the liquid/air interface.

In Figs. 6 to 8 we show and compare results and mesh refinements for simulations using different
computational grids and dynamic mesh with adaptive refinement at two times ¢t = 20, 380 s. Using a
dynamic mesh with adaptive refinement means that the mesh may change during the computation and
might be locally refined or coarsened according to some parameters given by the user. The user can set
the dynamic and adaptive refinement conditions inside the dictionary dynamicMeshDict located inside
the folder case/constant related to the test case of interest. In Listing 9, we report an extract of the
conditions adopted for our test.

refineInterval 10;

field alpha.fluid;
lowerRefinelLevel 0.01;
upperRefinelevel 0.99;
nBufferLayers 1;
maxRefinement 3;

Listing 9. Mesh refinement settings based on alpha field for the for BM3 test

For our tests, we refine the mesh based on the alpha.fluid field, refining regions that host the
phase interface, namely where 0.01 < o < 0.99, by setting lowerRefineLevel and upperRefineLevel
accordingly. The refinement is done for a maximum of 3 levels (maxRefinement) and is updated every
10 simulation steps (refineInterval). Moreover, we opted for a 1 buffer layer (nBufferLayers) of cells
adjacent to the refined ones that should also be refined to ensure a smooth transition in the mesh and
improve numerical stability.

It is worth recalling that the Courant number is defined as Co = max {uAt/Ax}, where At is the time
step, u is the fluid velocity, and Az is the cell dimension, see [63,64], and [65, §4.4]. So, as Co depends
on the size of the spatial discretization, the refinement leads to a reduction of the time step determined
by the CFL condition.

Figure 6 and 7 show the results of simulations obtained with adaptive meshes that use up to 3 and 4
levels of refinement respectively, but that initially started with the same uniform mesh discretized with
a grid resolution of 5 x 1072 m. As one might expect, the interface is described more sharply in the
simulation with the highest level of refinement, i.e. 4, represented in Fig. 7. Figure 8 depicts the result
of a simulation computed with the use of dynamic refinement up to level 3 and with an initial uniform
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Figure 5. Azisymmetric cooling and spreading. Fluid phase free-surface and grid refinement

of the horizontal plane y = 0. The computational domain [—

Simulation at time ¢ = 60, 160

refinement. Because of the very small thickness of the surface, we used a vertical scale increased

by a factor 3, in order to better appreciate the three-

mesh discretized with a grid resolution of 2.5 x 10~

The results of this last case are comparable to those obtained with an initial grid resolution of 5 x 1072 m

and 4 refinement levels

as the number of cells is similar (

Table 2. Azisymmetric cooling and spreading. Elapsed execution time for the simulations of

380 s with different mesh refinements.

In every case depicted in Figs. 6 to 8, it is possible to appreciate both the refinement of the meshes

(which occurs as the phase interface propagates

also notice that in Fig. 8 there is a refinement in correspondence of the origin that does not coarse. This



OpenFOAM® 3D Solver for Lava Flows 103

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
T 0.08 0.08

0.075 0.075
T

0.065 0.065

Figure 6. Azisymmetric cooling and spreading. Simulation computed with the dynamic mesh
refinement up to 3 refinement levels over an initial uniform mesh defined by Az = 0.005 m (that
is also the dimension of the coarsest discretization depicted) represented at time ¢ = 20, 380 s.
Top row: bottom view of the discretization grid, plane y = 0. Middle row: side view of the
discretization grid on the plane x = 0. Bottom row: side view of the a-field on the plane z = 0.

is caused by the fact that, for this simulation, we used a finer initial grid in correspondence of the inlet
hole, namely centered in (0,0,0) and with radius 4 x 1073 m, to better capture the circular shape of the
hole.

In addition, we investigated the effect of the grid size by comparing a simulation obtained with a
uniform static mesh with a grid resolution of 6.25 x 10~% m to a simulation obtained with a dynamic
mesh with 3 refinement levels and an initial grid resolution of 5 x 1072 m. The resolution of the uniform
static mesh corresponds to the minimum cell size obtained with the dynamic mesh refinement. From
Fig. 9 we can see that the results of the two simulations are very similar, both in terms of runout and
sharpness of the interface. It is important to notice that in this case also the computational time required
is similar since the simulation over the uniform static mesh required 5994.02 s and the other 8112.01 s.
This is because the 3rd refinement level occupies a big part of the computational domain (see Fig. 6)
because the thickness of the domain is small and the refinement is still relatively coarse, therefore there
is no time-saving in the use of the dynamic refinement. With a real (non-flat) topography the vertical
extent would be larger, and the advantages of the dynamic refinement would be more evident.

As a further investigation, we study the time-series analysis of the radius. We use the analytical
expression of the radial flow advance

311/8
(t) ~ 0.715 {QPR} £1/2, (17)
3p

determined by Huppert [66], for a convergence study, Fig. 10. Starting from a uniform grid with Az =
0.005 m, we adopted respectively 2, 3, and 4 levels of dynamic refinement. The results show a good
convergence of the simulations with the finer level of refinement 3 and 4, so, in the following, we do not
use the case with 2 levels of refinement. Moreover, we can appreciate that the result obtained with 4
levels of refinement is completely superimposable to that obtained with a simulation that starts with a
uniform grid of Az = 0.0025 m and that evolves with 3 levels of dynamic refinement. Indeed, the finest
cells in these two cases have the same dimensions.

The second part of this section focuses on the parallel computation and the scalability performances
of this test. For our parallel calculations, we used the High-Performance Computing Super Micro cluster
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Figure 7. Azisymmetric cooling and spreading. Simulation computed with the dynamic mesh
refinement up to 4 refinement levels over an initial uniform mesh defined by Az = 0.005 m (that
is also the dimension of the coarsest discretization depicted) represented at time ¢ = 20, 380 s.
Top row: bottom view of the discretization grid, plane y = 0. Middle row: side view of the
discretization grid on the plane x = 0. Bottom row: side view of the a-field on the plane z = 0.

laki (16 nodes and 256 core Intel Xeon 2.40GHz, interconnection InfiniBand 40 Gbps at low latency)
hosted at INGV, Section of Pisa. We parallelized the test that uses the adaptive mesh up to 4 refinement
levels starting from an initial uniform grid with Az = 5 x 1072 m (Fig. 7). OpenFOAM parallelization
relies on domain decomposition and the subsequent distribution of fields. For our tests, we divided the
domain (along the horizontal directions) into 2, 4, 8, and 16 subdomains, respectively. Table 3 reports
the elapsed time needed to compute the simulations for each decomposition, the execution time necessary
for the serial computation, and the (approximate) amount of cells per core.

As expected, serial computation requires a longer time than the other cases. Moreover, the execution
distributed on 4 cores took half the time needed for the calculation on 2 cores. However, as the number of
cores increases, the decrease in execution time does not persist because using 8 and 16 cores requires more
time than using 4 (and this time is still less than that used for the serial computation). This limit in the
scalability process is likely due to the geometric domain decompositions. The performance improvement
when we move from 1 to 2 and then to 4 cores is due to the symmetric domain decomposition (2 x 1
and 2 x 2) that matches the dynamics symmetry, see Fig. 11 on the left as an example; each core has
indeed a similar computational load (which is reported in Tab. 3). Passing to a higher number of cores,
8 and 16, with the actual strategy, the cores closer to the vent have a computation overload with respect
to the others because they have to deal with many more cells due to the dynamic mesh refinement that
expands with the fluid propagation (at least at this stage of the simulation), see Fig. 11 on the right as
an example. Indeed, the cores close to the vent have assigned approximately 2 x 10° cells while the others
103, Tab. 3. We point out that some specific studies showed that the optimum cell count per core ranges
from approximately 10000 to approximately 50 000 and is highly dependent on the solver being used; the
reader can refer to the study in [67]). We also presume that, in the simulation’s longer term, when the
fluid spreads more widely on the domain, the performances with 8 and 16 cores might improve. Possible
solutions to overcome these scalability limitations in future studies are to use other options provided in
OpenFOAM for the domain decomposition and to apply load-balancing strategies.

We conclude this section by analysing the temperature behaviour, discussing the influence of the
different thermal heat loss processes on the final temperature distribution within the liquid, similar to
the study proposed by Costa and Macedonio [25] for the shallow water model they proposed. For this
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Figure 8. Azisymmetric cooling and spreading. Simulation computed with the dynamic mesh
refinement up to 3 refinement levels over an initial uniform mesh defined by Az = 0.0025 m (that
is also the dimension of the coarsest discretization depicted) represented at time ¢ = 20, 380 s.
Top row: bottom view of the discretization grid, plane y = 0. Middle row: side view of the
discretization grid on the plane x = 0. Bottom row: side view of the a-field on the plane z = 0.
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Figure 9. Azisymmetric cooling and spreading. Comparison between simulations computed
with static (top) and dynamic (bottom) mesh. Side view of the a-field at time ¢ = 380 s on the
vertical plane x = 0. The dimension of the coarsest cells is 0.005 m, and the dimension of the
finest is 6.25 x 10™* m.

purpose, we consider the simulation results obtained using the adaptive mesh with up to 4 refinement
levels at time ¢ = 380 s (namely the case shown in Fig. 7). We compare the differences in temperature
distribution when all heat loss mechanisms are active versus cases where only some are, see Fig. 12. We
have selected the following conditions: (a) all the heat loss processes are active; (b) only convection; (¢)
only radiation; (d) radiation and convection but no conduction; (e) only conduction.

We observe that convection and conduction have a relatively minor impact on thermal heat loss
compared to radiation. This is evident from cases (a), (¢) and (d), which exhibit nearly identical
behaviour and similar average temperature, 23.4-24.3 °C. In all these three cases the radiative heat loss is
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Figure 10. Azisymmetric cooling and spreading. Convergence study obtained comparing the
theoretical front position, Eqn. (17), and the results of simulations. The interface is defined
from the value of @ = 0.5.

Table 3. Axisymmetric cooling and spreading. Comparison of serial and parallelized simula-
tions. The table indicates the number of cores used, the domain decompositions, the elapsed
execution times to simulate 380 s, the percentage of the time saved by the various parallelized
simulations compared to the serial one, and the (approximate) number of cells per core. When
the distribution of the cells is not uniform among the decomposition parcels, we report the
interval indicating the minimum and maximum number of cells assigned.

» . Relative Cells number
Cores Decomposition Time

performance per core

1 - 31486.72 s - 8 x 10°

2 2x1 28184.20 s 10% 4 % 10°

4 2 x 2 14115.90 s 56% 2 x 10°
8 4x2 26704.01 s 15% [103, 2 x 10°]
16 4 x4 26 682.20 s 15% [103, 2 x 107]

active and the temperature reaches environmental conditions at a distance of (a) 3.7, (¢) 4.3 and (d) 3.8
cm from the centre, considering that the fluid extends up to 4.4 cm (we remark that the viscosity is not
temperature-dependent in this test, the dynamics are therefore not affected by temperature distributions).
Convection alone, case (b), has a mild impact as the average temperature is 29.8 °C, and the minimum
temperature reaches 23 °C. The different impacts that convection and radiation (see cases (b) and (¢))
have on heat loss depend on the fluid temperature itself. Considering the two terms, Eqn. (13) and
Eqn. (15), their relative magnitude changes while temperature decreases. For example, for T & Tyent,
the radiative term is one order of magnitude higher than the convective term, whereas for T ~ 300 K (27
°C), the two terms have the same magnitude. Although in this setup the conduction alone has the least
impact on the heat loss (see case (e)), its contribution is not negligible, as proven by the test that shows
an effective drop in the temperature of almost 2 °C close to the bottom where the minimum temperature
reaches 40.5 °C. The thermal diffusion process is always active, and it is a dominant process in the only
conduction case (e) where the temperature gradient is small.

4.2. Natural case: the Pico do Fogo 2014-2015 Eruption. In this test, we apply our model to
simulate a natural effusive eruption. As a reference, we adopt the last eruption that occurred at Pico do
Fogo volcano, which started on 23 November 2014 and ended on 8 February 2015. The actual topography
of Fogo and the characteristic data of such an event, like the vent location, effusion rate, and effusive
temperature, are used to simulate the eruption’s earliest hours. This test aims to show the model’s actual
applicability to a real-case scenario.
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Figure 11. Azisymmetric cooling and spreading. Examples of parallelization decompo-
sitions among the cores (view from the domain bottom): left 2 x 2 decomposition, right
4 x 2 decomposition. The colour scale represents the level of mesh refinement.
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Figure 12. Azisymmetric cooling and spreading. Temperature distribution inside the liquid
(0.5 < a < 1) at time t = 380 s, side view at z = 0. At the bottom, there is the zoom of the front
of the liquid in the conduction-only case, in order to better appreciate the effects of conductive
heat loss. A vertical scale magnified by a factor 2 was used to enhance the visualization (to
appreciate the actual proportion between the horizontal and vertical directions, the reader can
refer to Fig. 7-right and Fig. 9-bottom).

Cape Verde is an archipelago with volcanic origins located west of the Western Atlantic coast of
Africa [68]. Fogo Island stands between Brava and Santiago islands and is the highest with 2829 m above
the sea level of Pico do Fogo, see Fig. 13b. An active volcano stands in the island’s centre, presents a 9 km
wide caldera, Cha das Caldeiras (“Plain of the Calderas”), and has a summit at Pico do Fogo. Bordeira
is an enormous crater rim up to 1 km high that encircles the caldera on the western side, Fig. 13a.
Fogo is the youngest and most active volcano of the archipelago [69,70]. During the eruption, the lava
emission started from a fissure on the southwest flank of Pico do Fogo, and the flow propagated in Cha
das Caldeiras, producing two main branches aligned along the direction North West-South East, Fig. 13c.

Topography first and vent location second impact the simulation of real events. Therefore, the more
accurate such data are, the more reliable the results are. Our simulation uses the topography that
originates from a DEM (Digital Elevation Model) file generated from SAR satellite with data acquired
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Figure 13. (a) Map of Fogo Island. (b) Archipelago of Cape Verde, of which Fogo
is a part. (c) Lava emplacement of the real event after one day of the eruption, on
24 November 2014, is represented by an outline extracted from [71] defined based on
field mapping and satellite images. The stars represent the extrema of the fissural vent.
Images from [30].

in 2011-2013. It has a horizontal resolution of 12 m (the DEM of Fogo is a TanDEM-X WorldDEM*
data [72] provided by the German Aerospace Center (DLR) through data proposal DEM GEOL 1522,
PI Nicole Richter). The original format of such a DEM file is GeoTIFF (Georeferenced Tagged Image
Format File), and we converted it to the STL format, a suitable extension to OpenFOAM, using the
plugin DEMto3D available for QGis [73].

As stated previously, the eruptive source was a fissure. In Richter et al. [12] the probabilistic code
DOWNFLOW |[3,16] was used to estimate the lava flow hazard at Fogo by using a single vent, corre-
sponding to the highest end of the fissure (DMS coordinates: 14° 56" 40.56” N - 24° 21’ 12.28" W; UTM
coordinates: East 784689.69 - North 1653895.03, zone 26P). Instead, in [71] it was observed that the other
end of the fissure, the lowest, was actually the main source of lava. Having this discordant information,
we decided to take into account both the vents, using the following position for the second, DMS coordi-
nates: 14°56'27.15"” N - 24°21722.96” W; UTM coordinates: East 784375.00 - North 1653479.0, zone 26P.
Reference [30] proves that using both vents for simulations of the first day of this eruption produces a
better result. Therefore, we did the same and maintained their settings: both vents are circular with a
radius of 20 meters.

Reference [71] used HOTSAT, a satellite thermal monitoring system, to retrieve details about the
eruption. For the first day of the eruption, they registered a mean effusion rate of 10.5 m®s~! and
estimated the extrusion temperature to be 1265°C (1538 K). For our simulations, we adopted their
results.

We adopted the value of 2700 kg m ™~ for the density p and 1150 J kg~ K~ for specific heat capacity Cp;
these values are typical of basaltic magma, which is a proper choice because it respects the characteristics
of the magma for Fogo.

We report the whole set of thermophysical parameters adopted for our tests in Tab. 4. The values of
the emissivity, atmospheric heat transfer, and thermal conductivity are typical parameters for Etna lava

*The TSX/TanDEM-X mission is for the creation of a global, consistent, and high-resolution Digital Elevation Model
(DEM) obtained by exploiting the interferometric capabilities of the two twin SAR satellites TerraSAR-X and TanDEM-X,
which fly in a close orbit formation. The work for the creation of this global DEM lasted from December 2010 to September
2016.



OpenFOAM® 3D Solver for Lava Flows 109

Table 4. Parameters of lava flow simulation.

Symbol Value Definition Unit

p 2700 density of lava kgm™3

Cp 1150 specific heat of lava Jkg 'K!

Pr 28 750 Prandt]l number of lava -

f 0.7 fractional area of exposed inner core -

€ 0.8 emissivity of lava m~?

A 70 atmospheric heat transfer coefficient Wm2K™!
osB 5.67 x 1078  Stefan-Boltzmann constant kgs 3 K4
Tyent 1538 temperature of lava at the vent K
Tonv 300 temperature of environment K
kwan 2.0 thermal conductivity of soil Wm— K-
L 0.5 thermal boundary layer in soil m
Ting 300 fixed temperature deep in the soil K

A -5.94 rheological parameter of VET model Pas

B 5500 rheological parameter of VFT model PasK!

C 610 rheological parameter of VFT model K
Vmin 3.7 rheological parameter of VF'T model implementation m?s—1
Vmax 100 rheological parameter of VFT model implementation m?s—1

flows [25], and since both the lavas of Etna and Fogo are basaltic, this choice of values is consistent. Soil
thermal conductivity is taken from [74].

To perform this simulation, a coarse mesh with a resolution of Az = 160 m is created. Subsequentially,
the mesh is refined starting close to topography until level 4 so that the terrain is approximated with a
discretization step of the order of 10 m (no dynamic mesh refinement was adopted for this case, differently
from the previous test case). With a spatial discretization of 10 m, if the lava flow thickness is less than
10 m, the volumetric fraction @ = 1 is nowhere assumed. If the lava flow is 1 m thick, for example, the
value of a would be 0.1. Following such considerations, we lower the threshold of « for which we consider
that lava is present in the cell to 0.005. This threshold, o = 0.005, could also represent, for example,
the case where a lava flow with a thickness of 0.5 m advances 1 m into a computational cell. Since the
mesh adapts to the topography, we adjusted the PIMPLE configuration compared to the previous test:
the solver performs one outer loop, two inner correction loops, and one non-orthogonal corrector.

Figure 14 shows the simulation results after 4, 12, and 24 hours since the eruption began, respectively.

The comparison between the simulation and the observed emplacement at 24 h (see Fig. 14.c) shows a
good agreement in the flow extent at the southern branch; the flow propagation at the northern branch
is instead considerably underestimated by the simulation. In fact, the simulation seems to produce
two branches, north and south going respectively, of comparable lengths, whereas the northern branch
propagates further in the real case. In addition to the flow emplacement, our simulation gives further
information, allowing us to appreciate how lava motion and cooling evolved to obtain the final result.

Concerning the lava motion, we observe that in the earliest stage of the eruption (4 h since the
beginning), the lava propagates from the vents towards the southwest following the topography and
creates two distinct lobes at the edge of the flow propagation. From that stage on, the lava flow propagates
mainly in two directions, namely northwest and southeast, kept in subsequent times. It is interesting to
notice that the length of the two branches develops at the same speed, reaching 1 km in both directions
16 h after the beginning of the eruption.

Concerning the evolution of lava temperature, we observe that at the beginning of the eruption (after
4 h), the temperature recorded at the lava surface ranges from the peak at the vent (over 1500 K) to a
value above 500 K reached at the edge of the flow propagation. After that, we see that the temperature at
the fronts of the branches reaches a minimum of 300 K. Moreover, because of the temperature-dependent
viscosity model adopted, the colder fronts present a higher viscosity and, therefore, tend to slow the flow
propagation.

5. Conclusions, comparisons and future developments

In this paper, we presented interThermalRadConvFoam, a novel OpenFOAM solver specifically de-
signed for modelling free-surface viscous fluids experiencing temperature variations due to radiative,
convective, and conductive heat exchanges. Because of the temperature exchanges with the atmosphere
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Figure 14. Real case, Fogo eruption. Lava flow propagation after 4, 12, and 24 h,
respectively, since the beginning of the eruption. Left: 2D view from the top. The 2D
result after 24 h is directly compared with the outline of the natural lava flow (displayed
in Fig. 13c). Right: 3D view from south-west. These plots are obtained considering the
values of o between 0.005 and 1. Temperature spans from 300 K to 1538 K.

and the need to properly model the free surface, the problem requires a 3D multiphase model, described
by a system of partial differential equations for mass, momentum, energy and a transport equation for
the volumetric fraction of one of the phases. To numerically solve this system of PDEs, we used the
solvers and libraries available in OpenFOAM for multiphase flows and modified the solver interFoam by
adding the desired features. interFoam adopts the Volume of Fluid technique, based on the Interface
Capturing strategy, which is important to guarantee an accurate description of the interface between the
fluid of interest and the atmosphere. With this approach, the two fluids are treated as a single fluid
whose properties (such as density and viscosity) vary in space according to the volumetric fraction of
each phase. The MULES method was then used to help in keeping the phase interface sharper.
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As previously stated, an energy equation has been implemented in the 3D model to describe thermal
energy transport throughout the fluids, together with the radiative and convective heat loss at the inter-
face between the phases. In addition, the heat conduction with the ground was modelled as a boundary
condition. Finally, a library for the dynamic mesh refinement has been adopted for some test cases, allow-
ing us to start a simulation with a relatively coarse mesh and refine it dynamically during the simulation
in regions where smaller cells are needed (for example, close to the interface between the two phases).

Some tests have been performed (a widely used benchmark of a laboratory test related to axisymmetric
cooling and spreading and the simulation of a real lava flow) to look at the capability of the solver to
keep a sharp interface, to examine the efficiency of the dynamic mesh refinement, and to analyze the
performances of parallelization.

The benchmark test highlights that, with an appropriately fine mesh, the numerical scheme maintains
an accurate description of the phase interface. Furthermore, we saw that by using the dynamic refinement,
we obtained results that are perfectly comparable to those obtained with a uniform static mesh defined by
the finest size of spatial discretization of the dynamic mesh, but with the critical difference of a sensible
reduction in the computational time for the dynamic mesh case. However, even though this advantage
on the execution time is true in most cases, this might not occur for simulations where the cells involved
in the refinement occupy a significant part of the domain.

The real test results show that a sufficiently accurate numerical model can give specific information on
the evolution of the fluid of interest concerning motion and cooling and their intertwining relation due to
the temperature-dependent viscosity. This information is useful for enriching the available data, which
often involves only the final emplacement.

The radiative and convective terms of computation depend on the surface area of the phase interface,
which requires the knowledge of the surface area of each interface cell. Currently, we use a rough ap-
proximation to compute the surface area from the volume based on the assumption of an aspect ratio
close to 1, as suggested by [75]. If the cell aspect ratio was significantly smaller or larger than 1, the
approximation could be overestimated or underestimated, with a consequent error in the computation
of the heat loss. From this fact, we think that the user should pay attention to having grid cells with
an aspect ratio as close as possible to 1 to have a good description of the phase interface and proper
modelling of the heat loss processes occurring at the interface between the phases. Further work should
be done to validate this claim and, if confirmed, to increase the flexibility and capability of the code to
capture the effects of thermal processes on the dynamics through a better estimate of the interface surface
area with different strategies, independent from the aspect ratio of the cells, but based, for example, on
the gradients of the volumetric phase fraction field.
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